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Abstract
An underlying threat to the validity of reliability measures is the introduction of systematic
variance in examinee scores from unintended constructs that differ from those assessed. One
construct-irrelevant behavior that has gained increased attention in the literature is rapid guessing
(RG), which occurs when examinees answer quickly with intentional disregard for item content.
To examine the degree of distortion in coefficient alpha due to RG, this study compared alpha
estimates between conditions in which simulees engaged in full solution (i.e., do not engage in RG)
versus partial RG behavior. This was done by conducting a simulation study in which the per-
centage and ability characteristics of rapid responders as well as the percentage and pattern of RG
were manipulated. After controlling for test length and difficulty, the average degree of distortion
in estimates of coefficient alpha due to RG ranged from �.04 to .02 across 144 conditions.
Although slight differences were noted between conditions differing in RG pattern and RG
responder ability, the findings from this study suggest that estimates of coefficient alpha are largely
robust to the presence of RG due to cognitive fatigue and a low perceived probability of success.
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Introduction

Test reliability is a cornerstone of operational analyses, as it provides information about the
consistency of examinee scores due to random measurement error and provides a precursor to the
validity of score use and interpretation (American Educational Research Association, et al., 2014).
Althoughmultiple types of reliability exist to address various forms of measurement error, internal
consistency, which provides a measure of item response homogeneity, has become the most
popular in practice, given that it can be estimated based on one test form and one testing occasion.
While there are multiple approaches to estimating internal consistency (e.g., split-half, person
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separation), coefficient alpha (α; Cronbach, 1951) is employed most in research and operational
settings. The popularity of this approach stems from its ability to handle both dichotomous and
ordinal data for a composite score (see McNeish, 2018). One way to define α for a given test is:

α ¼

�
N × c

�

vþ ðN � 1Þc , (1)

where N equals the number of test items, c equals the mean of all item covariances, and v equals
the average variance of each item.

An underlying threat to the validity of reliability measures, such as α, is the introduction of
systematic variance into examinee scores from unintended constructs that differ from those
assessed. This validity threat can occur when examinees are provided with insufficient time to
adequately solve an item (i.e., test speededness) and/or when administered an assessment in low-
stakes contexts (i.e., test performance has minimal perceived personal consequences for ex-
aminees; Wise, 2017). In these circumstances, examinees may engage in construct-irrelevant
behavior, such as rapid guessing (RG) or responding with intentional disregard for item content by
providing a response in a time that would not allow one to read the entire item, solve the presented
problem, and provide an answer. The focus of this paper is on investigating the difference in
coefficient alpha when examinees employ full solution (i.e., examinees do not engage in RG)
versus partial RG behavior in low-stakes testing contexts. The sections that follow discuss the
influence of test speededness on α, reviews applied analyses that have examined the association
between RG and α in low-stakes tests, and provides a rationale for the current simulation study.

The Influence of Test Speededness on Coefficient Alpha Estimates

The concern of the potential biasing effect of test speededness on α has been well documented for
years. As an example, researchers, such as Crocker and Algina (1986, p. 145), have noted that
when a time limit is not long enough for examinees, coefficient αwill likely be artificially inflated,
due to consistencies in performance on items towards the end of the test. However, such a
conclusion assumes that examinees omit and/or incorrectly respond to all speeded items. In fact,
when RG occurs in a context in which there are no penalties for guessing, Attali (2005) showed via
analytic derivations that reliability can be deflated for a test that is speeded, with greater un-
derestimation expected as the inter-item correlations between speeded item responses decrease.
Based on data simulations, this finding was supported by Hong and Cheng (2019) who found that
under RG conditions coefficient α is generally underestimated as the percentage of speeded items
and examinees engaging in test speededness increases. The work conducted by Attali (2005) and
Hong and Cheng (2019) has improved the field’s thinking about the role of RG on estimates of
coefficient α; however, their research has been only confined to conditions of RG due to in-
adequate time constraints (i.e., test speededness).

The Impact of RG on Reliability Estimates in Low-Stakes Tests

An area of the reliability literature that has received considerably less attention is when RG occurs
due to examinees’ having little to no personal consequences associated with their test perfor-
mance, a common circumstance in low-stakes assessment contexts (Wise, 2017). Unlike test
speededness, RG on low-stakes assessments may not solely occur at the end of the test, but rather
may take place throughout, with most items receiving RG responses (Wise, 2006). To investigate
the association between RG and α, an empirical review of literature was conducted. This allowed
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for us to summarize the descriptive characteristics and quantify the results and heterogeneity from
individual studies in this area.

To be included in the review, prior empirical studies had to compare the difference in reliability
estimates between datasets that included (i.e., contaminated reliability) and excluded (i.e., filtered
reliability) RG responses in low-stakes multiple-choice tests (i.e., studies investigating non-
effortful responding on surveys were excluded, such as Steedle et al., 2019). Although there are
multiple approaches to identifying aberrant responding, we only reviewed studies that used a
response time (RT) threshold to classify RG responses. This was done because the use of RT
thresholds allows for the identification of RG at the individual item response level, which is
important because potential distortions in reliability estimates are associated with construct-
irrelevant noise introduced into item covariances (Wise & DeMars, 2009). Thus, studies iden-
tifying aberrant responders using self-report measures of test-taking effort were excluded (e.g.,
Sundre & Wise, 2003; Wise & DeMars, 2005; Wise et al., 2006). Furthermore, papers that
investigated differences between contaminated and filtered data using item response theory
measures of reliability (e.g., marginal reliability) were not analyzed (e.g., DeMars, 2007). This
literature review was completed in September 2020.

Table 1 shows effect sizes for reliability estimate differences between contaminated and filtered
data as well as descriptive information across seven empirical studies and 26 effect sizes. Multiple
reliability estimates listed for one study indicate that: (a) multiple tests or scales were used in the
study; (b) multiple response time thresholds were used to identify RG; or (c) multiple examinee-
level filtering criteria (i.e., criteria established to listwise delete data for an examinee that engaged
in RG for a predefined number of items) were employed to address RG. Across the included
studies, the average sample size was 368 examinees (ranging from 103 to 586), and the examined
tests included between 35 and 108 items, with all tests composed solely of selected-response
items. For the 26 effect sizes, researchers filtered RG responses using primarily examinee-level
filtering (n = 18), while response-level filtering (i.e., treating RG responses as missing data) was
utilized for eight effect sizes. Among those studies employing examinee-level filtering, six criteria
were used to determine the removal of examinees based on engaging in RG on 10% (n = 13), 20%
(n = 1), 25% (n = 1), 30% (n = 1), 40% (n = 1), and 50% (n = 1) or more of items.

As shown in Table 1, the percentage of RG responses in the included sample ranged from 6% to
13% (mean of 9%) and the percentage of examinees engaging in RG ranged from 2.1% to 58%
(mean of 12%). Of the 26 effect sizes, 21 showed a positive distortion (i.e., the difference between
contaminated and filtered reliability estimates was positive). Of the remaining five effect sizes, two
exhibited no change, while the other three demonstrated negative distortion. Overall, the average
difference in reliability estimates between contaminated and filtered data was .06 (SD = .06);
however, a large degree of variation between studies was observed with distortion in α values
ranging from �.05 to .18. This variation was not attributable to filtering procedure, as examinee-
and response-level filtering produced nearly identical effect sizes (the average difference was .01
favoring the former procedure).

A closer inspection of Table 1 shows that for three studies (Abdelfattah, 2007; Smith et al.,
2013; Wise & Kong, 2005), the reliability estimate differences tended to be consistently within
one SD of the mean (ranging from �.05 to .06) across different filtering criteria. In contrast, a
number of studies conducted by Wise and colleagues (Wise, 2006; Wise & DeMars, 2009, 2010)
produced distortion effects that were greater than two SDs from the mean, with differences ranging
from .13 to .18. Although six of seven studies showed consistency in α values, the work conducted
by Liu et al. (2015) did not. Specifically, the varied distortion effects (�.01 to .13) could be
attributed to differences in α across different subtests of the ETS Proficiency Profile. For instance,
for the overall test and the math subdomain, observed differences in alpha values were minimal
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(�.01 to .02); however, for the reading, writing, and critical thinking subdomains, distortion in α
varied from .03 to .13.

The results from this review suggest that RG can be associated with both inflated/deflated and
small/large differences in α values. However, when α was negatively distorted, the difference in
values tended to be within one SD of the sample mean, supporting the work by Attali (2005) and
Hong and Cheng (2019). In contrast, much larger absolute differences were observed in cases of
positive α distortions (α could be more than two SDs greater than the mean). One observation of
interest was that α inflation may have been related to the examinee-level filtering criteria employed
by primary researchers. For instance, when using the same sample and comparing filtered and
unfiltered datasets, Wise and Kong (2005) found that the alpha difference increased from .03 to .06
when respectively removing examinees engaging in RG for 40% and 10% of items. Similarly, the
alpha difference between a RG response criterion of 50% and 10% was .01 and .05 in work
conducted by Smith et al. (2013). These results were likely related to deleting data from a higher
percentage of examinees for the stricter examinee-level filtering criteria, which thus, was as-
sociated with the removal of score heterogeneity, leading to lower filtered alpha estimates and
greater alpha distortion. This may have been the case for the large positive distortion values in Liu
et al. (2015), given that these researchers also utilized a 10% RG response criterion for removal of
examinee data.

Although our review produced a number of interesting findings, no clear pattern was observed.
Given the small sample size, moderator analyses beyond filtering procedure could not be con-
ducted to evaluate how aspects of the datasets were related to the varied differences. Furthermore,
due to the reliance on applied analyses, a major limitation of the current literature is that it is
difficult to evaluate the expected degree and underlying mechanisms of distortion in α estimates
due to RG. In operational contexts, the influence of RG on estimates of α are confounded with the
accuracy of correctly identifying and the criteria for filtering RG responses. As an example, when
valid item responses are incorrectly classified as RG, artificial deflation of reliability estimates can
occur, due to the false removal of valid score variance. Since the identification of RG behavior is
based on proxy information (e.g., item response times), score users can never be sure of the
accuracy of RG classifications in operational contexts (Rios, 2021a). Given these limitations,
causal investigations using simulated data are needed to better investigate the influence of RG on
estimates of α.

Research Objectives

Systematically investigating the effect of RG on coefficient α for low-stakes testing contexts is of
critical importance in bringing attention to the deleterious effects that ignoring RG responses can
have on inferences concerning both measurement properties and test scores. This is of particular
importance as low-stakes testing contexts are increasingly employed in educational accountability
efforts (e.g., Every Student Succeeds Act) and international education studies (e.g., Programme
for International Student Assessment). Given that most operational testing programs rarely collect
validity evidence to address potential issues of RG (Hubley & Zumbo, 2017; Wise & Kuhfeld,
2020), the degree to which reliability estimates may be systematically distorted is unknown. This
is particularly a concern given that the only evidence to date is based on disparate results from
applied analyses. The findings from these studies are confounded by variations in sample and
assessment characteristics, which have been shown to be associated with differing rates of RG
behavior (Wise, 2017). Thus, a more systematic analysis is needed that goes beyond the context of
test speededness by examining the occurrence of RG throughout a test as opposed to primarily at
the end.
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To address these issues, this paper examines the magnitude and direction of difference in
estimates of coefficient alpha under conditions in which examinees engage in full solution (i.e., do
not engage in RG) and partial RG behavior. This is accomplished via a simulated context in which
a low-stakes assessment measuring a single composite score via multiple-choice items is ad-
ministered to a sample of simulees with no penalty for guessing. Two previously unexamined RG
patterns found to occur frequently in low-stakes testing contexts are generated—RG associated
with: (a) a low perceived probability of success; and (b) cognitive fatigue (see Wise, 2017).
Distortion in coefficient α estimates is assessed when comparing clean (i.e., all simulees employed
full effort and did not engage in RG) and contaminated (i.e., RG responses are included) data.
Results from this study have the potential to inform practitioners about the possible consequences
of ignoring the presence of RG when making inferences about the reliability of test scores.

Method

Data Generation

To evaluate the influence of RG on estimates of test reliability, item response data for 5000
simulees were generated for an assessment consisting of n multiple-choice items with four-
response options. This was done via the unidimensional three-parameter logistic (3PL) model

PiðθÞ ¼ ci þ 1� ci
1þ expf� 1:7aiðθ � biÞg , (2)

where PiðθÞ indicates the probability of answering item i correctly; ai is the item discrimination
parameter for item i; bi is the item difficulty parameter for item i; and ci is the pseudo-guessing
parameter for item i. This was done via a three-step process.

First, based on this model, the probabilities of answering each item correctly were calculated
for each simulee based on sampled item and ability parameters. Concerning the former, generating
item parameters were sampled from NAEP math assessments (more information on form creation
is described below). For non-rapid guessers, simulee ability parameters (θ) were randomly
sampled from N (0, 1) (more information on ability sampling for rapid guessers is provided in the
next section). Second, for RG responses, the true probability of correctly answering an item was
replaced with the chance probability (.25) to reflect random guessing. Third, for each simulee by
item interaction, the probability of a correct response was compared to a random number taken
from a uniform distribution ranging from 0 to 1. If the random number was greater than the
probability, the simulee was given an incorrect response for that item; otherwise, a correct re-
sponse was generated.

Conditions

Six factors were examined as potential moderating effects of the association between RG and α
estimates. Two of these factors were incorporated to influence the test characteristics under
investigation: (a) test length (40 and 80 items) and (b) test difficulty (easy, moderate, and difficult).
The remaining four factors were included to manipulate RG: (a) percentage of rapid guessers in
the sample (20% and 40%); (b) ability characteristics of rapid guessers (low and average ability);
(c) percentage of RG responses (5%, 10%, and 15%); and (d) rapid guessing pattern (difficulty-
based and progressive). These six variables were fully crossed producing 144 conditions, with
each condition replicated 100 times. Below, we provide a description of each factor and their
respective levels.
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Test length. Given that estimates of internal consistency are influenced by the number of items on a
test (Attali, 2005), test length was included as a moderating variable with two levels: 40 and 80
items. These levels reflect common test lengths observed in low-stakes assessment contexts (e.g.,
DeMars, 2007; Smith et al., 2013).

Test difficulty. Prior work conducted by Hong and Cheng (2019) found that coefficient α was
influenced by the composition of items when test speediness was present, with highly dis-
criminating and easy items associated with inflated reliability estimates. This result may largely be
influenced by the decreased score variance observed for easy items in the presence of RG (Rios
et al., 2017). To account for this influence, three levels of test difficulty were included in the
simulation design: easy (b:M ∼�1, SD = 1), moderate (b:M ∼ 0, SD = 1), and difficult (b:M ∼ 1,
SD = 1). This was done by building six test forms (2 test lengths × 3 item difficulty levels) that
reflected the targeted difficulty levels based on sampling estimated item parameters from NAEP
math assessments (see Table 2 for item parameter descriptives).

Percentage of rapid guessers. The percentage of simulees engaging in RG was constrained to one of
two levels: 20% or 40% of the sample. These percentages reflect the range of examinees found to
employ RG in operational low-stakes test administrations (e.g., Wise, 2006; Wise & DeMars,
2006; Wise & DeMars, 2010).

Ability characteristics of rapid guessers. There is some debate as to whether RG is related to ex-
aminees true underlying ability or whether such a relationship has a non-negligible impact on
ability parameter estimation accuracy. Proponents of the former point to literature that has found a
negative association between RG behavior and indicators of academic performance, such as grade
point average (see Soland et al., 2019). In contrast, others have made the point that RG can occur
due to low perceived task value, which may occur irrespective of examinee ability (Wise, 2015).
To reflect this debate, two levels were manipulated in which simulees engaging in RG were
sampled to possess average (N [0, 1]) or low ability (N [�.5, 1]). The latter condition reflects
empirical work conducted by Rios et al. (2017), which found that rapid guessers scored ap-
proximately 0.5 SDs lower than their non-rapid guesser counterparts on prior high-stakes
measures of ability (SAT/ACT).

Percentage of RG responses. Four percentages of RG responses in the item response matrix were
simulated: 0%, 5%, 10%, and 15%. These percentages were created via a two-step process. For
each rapid guesser, a random number of RG responses ranging from one to the test length were
sampled from a Bernoulli distribution. As each RG responder engaged in RG on a different
number of items, we ensured that the sum of RG responses across the sample was equal to the
specified percentage of RG responses in the data matrix. Then, to mimic RG, the true probability

Table 2. Average Item Parameters by Test Form.

Test difficulty

40 items 80 items

a b c a b c

Easy 1.00 (.53) �1.01 (.98) .16 (.06) .92 (.45) �.94 (.81) .17 (.07)
Moderate .97 (.42) .01 (1.01) .16 (.07) 1.00 (.57) .01 (.96) .18 (.08)
Hard 1.01 (.41) .99 (.99) .20 (.1) 1.08 (.56) 1.00 (.86) .20 (.09)

Note. Item parameter standard deviations are provided in parentheses.
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of success for any response deemed to be a rapid guess was replaced with the chance probability
(.25). The overall percentages of rapid guesses in the data matrix are reflective of empirical rates
observed in operational testing contexts and those simulated in prior research studies (e.g.,
DeMars &Wise, 2010; Rios et al., 2017; Wise & DeMars, 2006); however, the 0% condition was
included as a baseline to obtain an estimate of α under the context of full solution behavior by all
simulees.

Rapid guessing pattern. Prior research suggests that RG may be associated with item-level content
or cognitive fatigue (Hong & Cheng, 2019; Wise, 2017). As such, this simulation study considers
two RG patterns previously not investigated in the context of α. The first of which is referred to as
difficulty-based RG, which reflects the situation of examinees engaging in RG due to a low
perceived probability of success. That is, examinees may believe that they lack the requisite
knowledge, skills, or abilities to correctly answer an item, and therefore, engage in RG rather than
expend maximal effort (Wise, 2017). To reflect this interaction between RG and item difficulty,
across all items, known probabilities of successful responses were rank ordered (ties were
randomly ordered), and the items with the lowest probability of success (based on the specified
proportion of RG item responses) were replaced with the chance rate.

The second pattern simulated reflects examinees engaging in less effortful responding as the
test progresses, due to cognitive fatigue, which has been demonstrated to occur across a number of
operational testing contexts (e.g., Pastor et al., 2019; Penk & Richter, 2017; Wise & Kingsbury,
2016). This was accomplished in three steps. First, the test length was split into four equal sized
bins (e.g., for the 40-item condition, each bin consisted of 10 items). Second, to reflect cognitive
fatigue, the percentage of rapid guesses in each bin was specified to increase from 10% to 40% in
10% increments. Third, for each simulee, items were randomly selected to replace the true
probability of success with the chance rate within each item bin.

Analyses

To examine the degree of difference in reliability due to RG, we computed the average difference
in coefficient α estimates between clean (i.e., RG % = 0) and contaminated data (i.e., RG % > 0).
This was done by first calculating reliability estimates for each dataset (clean and contaminated)
separately using the psych package in R (Revelle, 2020), taking the difference in estimates, and
averaging across replications. Furthermore, to provide descriptive results that could elucidate
these findings, the mean inter-item correlation, the total score variance, and the ratio of number of
inflated to deflated inter-item correlations were calculated. This latter value was included as Wise
and DeMars (2009) suggested that potential distortion of coefficient α estimates is related to this
ratio, with increased positive ratios representative of greater inflation in reliability.

Results

Across all conditions, the average degree of bias in coefficient α was �.004 (SD = .01). A linear
regression model was conducted in which the difference in α values between clean and con-
taminated data were regressed onto the six independent variables under investigation. As can be
seen in Table 3, results from this model showed that the ability of rapid guessers and RG pattern
respectively accounted for 62% and 17% of the overall variance explained in the model (R2 = .47),
based on the R2 contribution averaged over orderings among regressors.1 Given the relative
importance of these two variables, an interaction effect (ability × RG pattern) was added to the
regression formula. This interaction accounted for an additional 18% of variance beyond the main
effects model (R2 = .67; Table 3). In this final model, test length, test difficulty, and RG response
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percent were shown to provide negligible prediction of the outcome by each explaining less than
5% of variance. Thus, we turn our attention to the interaction between RG pattern and simulee
ability.

Table 4 presents the degree of bias (aggregated by test length, test difficulty, and RG response
percentage) for this interaction by RG simulee percentage. Results show that the difficulty-based
RG pattern possessed differences in α values between clean and contaminated datasets that were
approximately equal to zero across conditions. This result is supported by the average ratio of
inflated to deflated inter-item correlations, which ranged from .98 to 1.10, indicating that sim-
ulated RG had negligible distorting effects on the associations between items.

Turning to the progressive RG pattern, distinctive differences were noted between ability
conditions. Specifically, when RG responders were predominately of low ability, differences in α
values between clean and contaminated data were approximately zero for all conditions; however,
when RG responders possessed average ability, a consistent pattern of deflated α values was
observed. That is, as the percentage of RG simulees in the sample increased from 20% to 40%, the
average ratio of inflated to deflated inter-item correlations decreased from approximately .90 to
.42. This was associated with a respective reduction of α by .01 and .03. Although the conditions
noted above showed some differences, the overall extent of distortion in reliability due to RG only
ranged from �.04 to .02 across all 144 conditions investigated.

Discussion

The objective of the present study was to investigate the magnitude of difference in coefficient α
estimates under circumstances in which simulees engage in full solution and partial RG behavior
due to a low perceived probability of success and cognitive fatigue—two patterns previously
unexamined in the literature for this context. Results of the simulation study suggest that RG had a
practically negligible impact on estimates of coefficient α once controlling for test length and

Table 3. Model Results of Regressing Coefficient Alpha Distortion on Study Factors.

Variable

Main effects model Interaction effects model

Estimate R2 explaineda Estimate R2 explaineda

Intercept �.003* — .000 —

Test lengthb .002* .04 .002* .03
Moderately difficult testc �.002* .01 �.002* .01
Hard testc �.004* .05 �.004* .04
Rapid guesser percentd �.004* .10 �.004* .07
Abilitye .009* .62 .002* .45
RG response percent: 10%f �.000 .00 �.000 .00
RG response percent: 15%f .000 .00 .000 .00
RG patterng �.005* .17 �.012* .12
Ability × RG pattern — — .014* .28

Note. *p <.001. The adjusted R2 for the main and interaction effect models was .47 and .65, respectively.
aBased on the R2 contribution averaged over all orderings among regressors.
bA test length of 40 items served as the reference group.
cEasy test difficulty served as the reference group.
dConditions with 20% RG simulees (reference) were compared to those with 40%.
eAverage (reference) versus low ability RG simulee conditions were contrasted.
fA RG response percent of 5 was the reference group.
gDifficulty-based RG (reference) was compared to progressive RG.
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difficulty. For instance, under extreme conditions in which RGwas employed on 15% of item responses
for a given sample, the average degree of bias was found to only range from�.04 to .02. This negligible
effect was also noted for a number of applied studies that compared contaminated andfiltered RG data in
our review of the literature (Abdelfattah, 2007; Smith et al., 2013; Wise & Kong, 2005). One potential
explanation for the muted association is that the ratio between inflated and deflated item covariances was
close to one in most contexts investigated. This is likely to occur when examinees engage in RG on one
item and employ solution behavior for most of the remaining items (Attali, 2005). Such a pattern of
behavior has been observed in operational contexts (DeMars, 2007).

With that said, our review of applied analyses showed large inflations in α for a number of
studies when comparing contaminated and filtered data (see Liu et al., 2015; Wise, 2006; Wise &
DeMars, 2009; Wise & DeMars, 2010). These contrary findings to the simulation analysis may be
associated with the accuracy of identifying and filtering RG responses in applied contexts.
Specifically, our review found that when strict examinee-level filtering criteria were employed, the
difference between unfiltered and filtered datasets tended to be larger when compared to more
liberal criteria. As noted, removing examinee data based on these strict criteria may have led to
eliminating heterogeneity in the item response matrix, which likely produced the large observed
differences in alpha estimates. This is supported by Rios et al.’s (2017) work, which concluded
that listwise deletion of examinees that engaged in small percentages of RG can bias score
inferences to a greater extent than the inclusion of RG responses. Thus, it is recommended that
practitioners avoid the use of examinee-level filtering with strict RG criteria when possible.

In addition, the variability observed between some of the applied analyses and our simulation
study may be associated with differences in the mechanisms underlying RG. For instance, in the
simulated context, simulees employed RG on items that were inconsistent across the sample,
which is likely the reason for the minimal distortion detected. However, it is possible that the
inflation of coefficient α estimates seen in a number of the applied analyses was due to a sizable
percentage of examinees engaging in RG on the same items (assuming that the probability of
success for RG is equivalent across all items in which RG is employed; Crocker &Algina, 1986, p.
145). This may have been the case for assessments that included a large number of items with
characteristics suggested to be associated with RG, such as those that (a) require extensive reading
(i.e., possess long character/word lengths; e.g., Wise et al., 2009); (b) are difficult (assuming that
most RG responders perceive the same items to be difficult; e.g., Pintrich & Schunk, 2002; Rios &
Guo, 2020); (c) reflect certain content areas (e.g., Liu et al., 2015); and (d) fail to include
multimedia content (e.g., Wise, 2006; Wise et al., 2009). Therefore, future simulation research is
needed that investigates the influence of RG on coefficient alpha when RG behavior is driven by
the same item-level characteristics across examinees.

Table 4. Influence of RG Contamination on Coefficient Alpha Estimates by Test Difficulty, RG pattern, and
Ability Characteristics of RG Responders.

RG simulee percent, % RG ability

Difficulty-based RG Progressive RG

I/D ratio α diff. I/D ratio α diff.

20 Low 1.07 .00 1.52 .00
Average .98 .00 .90 �.01

40 Low 1.10 .00 1.70 .00
Average .98 .00 .42 �.03

Note. Low = conditions in which the RG responders possessed predominately lower ability than non-RG responders;
Representative = conditions in which the RG responders possessed the same mean ability as the non-RG responders; I/D
Ratio = ratio of inflated to deflated item correlations; α diff. = difference in α values between clean and contaminated data.
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Implications

The findings from our study coupled with those from Hong and Cheng’s (2019) work suggest that
estimates of coefficient α are largely robust to the contamination of construct-irrelevant variance
introduced by RG responses due to test speediness, cognitive fatigue, and low perceptions of
probability of success. However, these findings reflect situations in which RG is idiosyncratic to the
individual. Given that coefficient α can be inflated when a large percentage of examinees engage in
RG on the same items, it is recommended that practitioners examine the item characteristic correlates
of RG for their assessment context. This should be performed during the piloting phase, as it would
allow for the revision of items that receive high rates of RG. Additionally, test developers could
attempt to mitigate RG prior to its occurrence by reducing the cognitive demands required for a
given item or set of items (assuming no alteration to the underlying construct). This could be
accomplished by limiting the number of open-ended response items, tailoring the difficulty of an
item to an examinee’s ability level, so that the item is neither too easy or difficult, and writing item
content that is likely to be of interest to examinees (Wise &DeMars, 2005). Such approachesmay be
helpful in limiting the deleterious influence that RG has on other measurement properties as well,
such as tests of measurement invariance and equating error (Mittelhaëuser et al., 2015; Rios, 2021b).
By engaging in further research that investigates examinee- and item-level correlates of RG, wemay
continue to build our knowledge of how RG can undermine measurement quality and valid score-
based inferences.
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